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ABSTRACT

In this study, the factors affecting the Crude divorce rate in Turkey were determined as Total
Fertility Rate (Number of Children), Crude Marriage Rate (Per Thousand(%o)), Population Growth
Rate (Per Thousand(%o)) and General Happiness Level (%) (Unhappy or Very Unhappy). The
effects of these factors were examined mathematically through both ANN and linear differential
equations. For this purpose, the data obtained from TSI (Turkish Statistical Institute) for the years
2005-2023 was increased with the linear differential equation system for the same years and made
suitable for ANN (Artificial Neural Network) analysis. Then, the performances of ANN activation
function and differential equation system for crude divorce rate were compared. In this comparison,
it is shown and predictions are made that linear ODE (Ordinary Differential Equation) system
performs much better.

Keywords: ANN Analysis, Mathematical Modeling, Crude Divorce Rate, Ordinary Differential
Equations.

1. INTRODUCTION

In today's world where divorce, which is an undesirable situation in society, is rapidly increasing, it
is important to examine the factors affecting the reasons for divorce. According to the Turkish
Statistical Institute, the number of marriages has decreased over the years, while the number of
divorces has increased. Preventing divorces depends on a thorough investigation of the factors
affecting divorces [1].

The main reasons for divorce can be listed as follows: family characteristics (socio-economic,
separated parents), current characteristics (education, social class, housing ownership, economic
activity, religion, sect), marital factors (age at marriage, premarital relationship status, previous
relationship breakdown, child experience, time, age and number of children), interpersonal
behavioral problems and divorce attitudes [2]. The crude divorce rate, which expresses the number
of divorces per thousand population in Turkey, was 2.01 per thousand in 2023 [3]. In this study, the
factors affecting the Crude divorce rate in Turkey were determined as Total Fertility Rate (Number
of Children), Crude Marriage Rate (Per Thousand(%o)), Population Growth Rate (Per
Thousand(%o)) and General Happiness Level (%) (Unhappy or Very Unhappy). The effects of these
factors were examined mathematically through both ANN and linear differential equations.

Artificial intelligence means that certain behaviors specific to the human brain are imitated by
machines. The use of artificial intelligence in many areas is becoming widespread very quickly.
Artificial Neural Network (ANN) is a very simplified model of the neural network structure in

www.euroasiajournal.org 14 Volume (11), Issue (37), Year (2024)


http://www.euroasiajournal.org/

International Indexed and Refereed
ISSN 2667-6702

it
Euroasia Journal of Mathematics, Engineering, Natural & Medical Sciences % ?

human brain cells. The main basis of this structure is neurons. While a neuron can receive many
inputs (dendrites), it can only give one output (axon). The output of one neuron can be the input of
another neuron. Each neuron has different and variable activation thresholds. This complex network
structure is usually formed by layers and different numbers of neurons in these layers. With the
artificial intelligence network created according to each problem, complex non-linear problems that
classical (logistic regression) statistical approaches are lacking can be solved [4]. In this study,
ANN is one of the optimization algorithms whose performance is compared regarding the crude
divorce rate.

Nowadays, scientists try to explain everything in mathematical terms in order to better understand
the events around us and to produce solutions to technical problems related to them. Mathematical
modeling can be defined as the process of describing a real-world problem in mathematical terms,
usually in the form of equations, and then using those equations to both understand the original
problem and discover new properties about the problem [5]. This process is done through
differential equations, especially when the change in the magnitude of a variable with time is
involved. Mathematical modeling through differential equations such as ordinary [6], fractional-
order [7], impulsive [8], etc. has long been widely used in many areas of physics, chemistry,
biology, medicine, economics and social sciences. In this study, another optimization technique
whose performance is compared according to the crude divorce rate is the linear ordinary
differential equation (ODE) system.

With the help of the data determined from TSI as total fertility rate (number of children), crude
marriage rate (per thousand(%o)) population growth rate (per thousand(%o)) and general happiness
level (%) (unhappy or very unhappy) between 2005-2023, crude divorce rate was determined with
ANN and linear ODE optimization methods and a comparison was made. Since the data obtained
from TSI was insufficient for ANN analysis, it was increased to 109 data between 2005 and 2023
with the help of linear ODE. Then, the divorce rate was calculated with ODE and ANN
management and a comparison of these methods was made.

2. LITERATURE REVIEW

Some of the studies conducted using ANN and differential equations in the literature on divorce
analysis can be summarized as follows.

In the study by Sadiq Fareed et al. [9], the authors introduced a new ensemble learning method that
incorporates advanced machine learning techniques. They utilized algorithms such as Support
Vector Machine (SVM), Passive Aggressive Classifier, and Neural Network (MLP) to predict
divorce. A domain expert developed a question-based dataset, where the responses provided
valuable insights into the likelihood of a marriage ending in divorce. They performed a 5-fold cross-
validation to assess performance, yielding a 100% accuracy score. Additionally, metrics like the
Receiver Operating Characteristic (ROC) curve accuracy, recall, precision, and F1 accuracy scores
were all approximately 97%. Their research highlighted the crucial factors in predicting divorce and
identifying key indicators.

Yontem et al. [10] employed the Divorce Indicators Scale, derived from Gottman couple therapy, to
predict divorce. Among the participants, 84 (49%) were divorced, while 86 (51%) were still
married. The dataset for the study was created by administering this scale to the participants. The
study evaluated the effectiveness of the scale using Artificial Neural Network, RBF Neural
Network, and Decision Tree algorithms. It also aimed to identify the key items from the Divorce
Indicators Scale. By applying a correlation-based feature selection method to the dataset, the six
most influential features and their importance values were determined. The RBF neural network
achieved the highest success rate of 98.23% when direct classification methods were applied to the
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dataset. However, when classification methods were applied to the six selected features, the
Artificial Neural Network achieved the highest success rate of 98.82%.

Sharma et al. [11] conducted a study on predicting divorce cases using various machine learning
algorithms. They implemented several classifiers, including Perceptron, Decision Tree, Random
Forest, Naive Bayes, K-Nearest Neighbor, and Support Vector Machine, to predict divorce and
compared their performances to identify the most accurate model. The study utilized the Gottman
method as an approach. After training the algorithms, they were able to predict the likelihood of
divorce, with the Perceptron model achieving the highest accuracy rate of 98.5%.

Afthanorhan et al. [12] explored the effectiveness of three machine learning techniques—Decision
Tree, Logistic Regression, and Artificial Neural Network—in predicting divorce among Malaysian
women. The study used secondary data from the Fifth Malaysian Population and Family Survey
(MPFS-5), conducted by the National Population and Family Development Board (LPPKN), which
included 7,644 married women aged 15 to 59. In Malaysia, the divorce rate increased by 12% in
2019 compared to the previous year. The researchers made comparisons with six predictive models:
Decision Tree (C5.0 and CHAID), Logistic Regression (Forward and Backward Stepwise), and
Artificial Neural Network (Multilayer Perceptron and Radial Basis Function). Of these, the
Decision Tree (C5.0) performed the best, with an accuracy of 77.96%, followed by the Artificial
Neural Network (Multilayer Perceptron) at 74.68% and Logistic Regression (Forward Stepwise) at
67.89%. The study also identified the key predictors of divorce among Malaysian women, ranking
them as follows: spouses' employment status (0.1531), husbands' employment status (0.1396),
marriage type (0.1327), race/ethnicity (0.1327), long-distance relationships (0.1212), spouses'
educational level (0.1115), age group (0.1053), and religion (0.0998).

Gambrah and Adzadu [13] developed a compartmental mathematical model, using a system of
nonlinear differential equations, to analyze the dynamics of the divorce epidemic. The authors
examined the existence and stability of both divorce-free and endemic equilibrium states in relation
to a threshold parameter. The global stability of these equilibria was assessed through the
application of the Lassalle invariance principle of Lyapunov functions. Their findings indicated that
reducing interactions between married and divorced individuals, increasing the stability of
marriages, and providing education to those at risk of separation could help mitigate the divorce
epidemic.

In [14], Tessema et al. introduced a deterministic model to explore marital divorce within a
population, conducting a qualitative analysis based on the stability theory of differential equations.
By employing the next-generation matrix method, they calculated the basic reproduction number in
relation to the divorce-free equilibrium. The study identified conditions for both local and global
asymptotic stability of divorce-free and endemic equilibria. The model displayed backward
bifurcation, and they calculated the sensitivity indices of parameters influencing the spread or
reduction of divorce.

Chang et al. [15] introduced a new method for analyzing divorce dynamics and strategies for
mitigating it using nonlinear differential equations. Their model focused on parameter estimation,
solution existence and uniqueness, positivity, boundedness, and invariant regions within the
differential equation system. They analyzed the equilibria and stability conditions of the model,
performing a sensitivity analysis, and provided recommendations for understanding and reducing
divorce rates through targeted interventions.

In this study, the estimation of the magnitude of the crude divorce rate for Turkey is proposed
through ANN and ODE. It is aimed to provide a different perspective to the literature both in terms
of its application to the subject and in terms of comparing the performances of these two
optimization methods.
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3. METHODOLOGY

Within the scope of this study, the data obtained from the Turkish Statistical Institute regarding the
crude divorce rate between 2005-2023 were analyzed and the features affecting these problems
were examined mathematically with both ANN and ODE. 4 features were given as input to the
model and an artificial neural network model was used to estimate the crude divorce rate.

The first stage of the model is to organize and complete the missing data obtained from TSI (19
rows). When the data is analyzed, it is seen that each input parameter contains data for the years
2005-2023. Since the data for the ANN analysis is insufficient, the variables were modeled with the
general linear ordinary differential equation system and these data were increased (109 rows). Using
this system, the missing data for each input was completed and data was estimated for the same
time period but with intermediate values added. Thus, a data set of 109x5 size covering the years
2005-2023 was obtained.

In the second stage of the designed system, it was aimed to estimate the crude divorce rate using the
data set obtained as the output of the ODE system. However, in this data set, the only data that is
not true is the data obtained with ODE. Because in the performance comparison, ANN and ODE
results were compared. Therefore, an original Artificial Neural Network model was designed. A
total of 109 data were divided into three as training, testing and validation and used in the training
and testing processes of the ANN model. Thus, the process of revealing the model that estimates the
crude divorce rate with the lowest error rate was carried out with comparative analysis.

3.1. Dataset

In this study, the effects of some selected factors on the Crude Divorce Rate for Turkey were
mathematically examined with the help of data obtained from TSI. For this purpose, the state
variables used to represent the time parameter t are shown in Table 1.

Table 1. State Variables

Variable | Definition
x(t) | Total Fertility Rate (Number of Children)
t Crude Marriage Rate (Per Thousand (%))
Population Growth Rate (Per Thousand (%o))
General Happiness Level (%) (Unhappy or Very Unhappy)
v(t) Crude Divorce Rate (Per Thousand (%))

The time-dependent values of the variables used for the years 2005-2023 taken from TSI are
presented in Table 2 [3].

Table 2. Dataset

aECH [0

20052,12000(9,37002 | 5,72782 |12,86000 | 1,40
200612,12000]9,17986 | 5,69520 | 11,89000] 1,35
20072,16000|9,09818 | 5,66295 | 11,06000 | 1,34
2008 12,15000(9,03530|13,18733 | 13,90000 | 1,40
200912,09990 | 8,21417 | 14,60087 | 14,60000 | 1,58
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a0 )

2010

2,08018

7,96688

16,00958

10,75000

1,62

2011

2,04719

7,98634

13,58167

9,88000

1,62

2012

2,10861

8,03119

12,08597

10,16000

1,64

2013

2,10681

7,88124

13,75798

10,75000

1,65

2014

2,18618

7,77001

13,40901

11,73000

1,70

2015

2,15709

7,70895

13,45179

11,39000

1,69

2016

2,11484

7,49884

13,63733

10,41000

1,59

2017

2,08180

7,09052

12,47454

11,05000

1,60

2018

2,00473

6,81007

14,76735

12,11000

1,76

2019

1,88783

6,56718

14,03732

13,06000

1,90

2020

1,76974

5,85641

5,52420

14,50000

1,64

2021

1,70964

6,69231

12,74794

16,62000

2,09

2022

1,63106

6,77679

7,07697

15,86000

2,15

2023

1,50935

6,62676

1,08847

13,70000

2,01

3.2. Data Augmentation with ODE Model

Since the data set for ANN analysis was insufficient, this data set was modeled as a linear
differential equation system and increased by finding intermediate values for the years 2005-2023.
However, for this, min-max normalization was first applied to the data. One of the most commonly
used methods for normalising data is min-max normalisationFor each feature, the lowest value is set
to 0 and the highest value is set to 1. All other values are then adjusted to fall between 0 and 1 as
decimals. Thus, the data set for a variable x is created with the formula
X — Xpi

Xnorm = — (D

Xmax — Xmin

Some results obtained from the data set in Table 2 for the normalization process are given in Table
3.

Table 3. Some results for normalizing the dataset

| o [SON— o

min 2005 | 1,50935 | 5,85641 | 1,08847 | 9,88 | 1,34
max 2023 | 2,18618 | 9,37002 | 16,00958 | 16,62 | 2,15
max-min | 18 | 0,67683 | 3,51361 | 14,92111 | 6,74 | 0,81

The data set in Table 2, normalized with min-max normalization, is presented in the Table.
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Table 4. Normalized Dataset

0,000000,90222

1,00000

0,31093

0,44214

0,07407

0,055560,90222

0,94588

0,30874

0,29822

0,01235

0,11111]0,96132

0,92263

0,30658

0,17507

0,00000

0,16667|0,94654

0,90474

0,81085

0,59644

0,07407

0,2222210,87252

0,67104

0,90559

0,70030

0,29630

0,277780,84339

0,60066

1,00000

0,12908

0,34568

0,333330,79465

0,60619

0,83728

0,00000

0,34568

0,388890,88539

0,61896

0,73704

0,04154

0,37037

0,444440,88273

0,57628

0,84910

0,12908

0,38272

0,50000 | 1,00000

0,54463

0,82571

0,27448

0,44444

0,55556/0,95702

0,52725

0,82858

0,22404

0,43210

0,611110,89459

0,46745

0,84101

0,07864

0,30864

0,66667|0,84578

0,35124

0,76308

0,17359

0,32099

0,7222210,73191

0,27142

0,91675

0,33086

0,51852

0,777780,55919

0,20229

0,86782

0,47181

0,69136

0,83333/0,38472

0,00000

0,29728

0,68546

0,37037

0,888890,29592

0,23790

0,78141

1,00000

0,92593

0,944440,17982

0,26195

0,40134

0,88724

1,00000

1,00000 | 0,00000

0,21925

0,00000

0,56677

0,82716

The model in the form of a linear differential equation system used for data augmentation is

where trorm =T, Xnorm (8) = X, Ynorm (£) = ¥, Znorm (8) = Z, Unorm (£) = U and vy (£) = 7 in
Table 4. Model in (2) was solved with Matlab R2023a program rungekutta45 and then the
parameter values closest to the values in Table 4 (giving the minimum error) were found using the
Isqcurvefit function (Mathworks, 2024) (Isik & Dasbasi, 2023). In this context, the graphical results
of the approach used are in Figures 1-5. In this context, the parameters a; for i = 1,2,...,30

dx

E=a1+azf+a3)7+a4z'+a5ﬁ+a6ﬁ

dy _ _ _ _ _
E == C(7 + agx + agy + aloz + (leu + alzv
dz + @uX + Q5T + Wi6Z + a0l + argD
—=a 14X a A2 a-u A1gD
di 13 14 15Y 16 17 18 (2)
du _ _ _ _ _
E == alg + 0{20x + a21y + azzz + (Z23u + a24v
dv _ _ _ _ _
E = a25 + (Z26x + a27y + 0(28Z + azgu + agov

J?(Eo) = 3?0'3’({0) = }_’O'Z_(Eo) = Z_o'ﬁ(fo) = Uy, 77(50) = Vy.

obtained for are given in Table 5.
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Table 5. Rate Constants

a; = —7.31434 [ a, = —0.14969 | a3 = 9.26094 a, = 0.06112 as = —2.38716

ag = 6.81211 a; = 21.56334 | ag = —19.54863 | ag = —0.28976 | a;, = 0.31362

@y, = —12.06159 | @y, = —8.40744 | ay; = 15.52661 | ay, = —3.27666 | ajs = —9.13576

Q16 = —0.52615 | ay; = —4.15354 | ayg = —17.18764 | ayq = 26.74022 | ay, = 8.09197

Qyy = —34.99948 | ay; = —5.70690 | ay3 = —0.44531 | ay, = —26.88373 | ays = —4.08232

Qys = —10.95642 | ay; = 7.90501 | ayg = 11.83036 | ayo = 2.69993 | aso = —0.67234

Total fertility rate (Number of children)

\
- Real total fertility rate (Number of children)
Predicted total fertility rate (Number of children)

N
[N}

N
o

N

- - -
~ @ o

Total fertility Rate (Number of children)
=)

\
1.5 ; . . : - . : ; :
2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024
Time (Year)

Figure 1. The fitted ODE curve compared to the true value of x(t)

Crude marriage rate
9.5 - - - - "

Real crude marriage rate
Predicted crude marriage rate

Crude marriage rate
~
()]

6

5.5 ; : : : : : : : :
2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024
Time (Year)

Figure 2. The fitted ODE curve compared to the true value of y(t)
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Figure 3. The fitted ODE curve compared to the true value of z(t)

General happiness level (unhappy and very unhappy)
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== == Real general happiness level
Predicted general happiness level I
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General happiness level
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Time (Year)

Figure 4. The fitted ODE curve compared to the true value of u(t)
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Crude divorce rate

22

aqlt ====Real crude divorce rate ,0\‘
) Predicted crude divorce rate|

2

1971

181

171

167

Crude divorce rate

151

1471

1371

12 : - . . . . : - :
2004 2006 2008 2010 2012 2014 2016 2018 2020 2022 2024
Time (Year)

Figure 5. The fitted ODE curve compared to the true value of v(t)

Data were estimated with the ODE system and the augmented data set from which the estimated
results were obtained is shown in Table 6.

Table 6. Augmented Data

t x(t) y(®) zt) | w®) | v@®) | t x(t) y(®) z(t) | u® | v(®)
2005 | 2,12 |9,3700225,727823 | 12,86 | 14 | 2014 |2,186179| 7,77001 |13,40901| 11,73 | 1,7
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t x(t) y(@® z(t) u(t) | v( t x(t) y(@® z(t) u(t) | v(t)

2023 |1,509347 | 6,626764 | 1,088467 | 13,7 2,01

In Table 6, the green colored data represent the data augmented by ODE, while the colorless data
corresponding to integer years are the real data obtained from TSI

3.3. Design of ANN Prediction Model and Results

The ANN model proposed in this study, whose schema is given in Figure 6, was used to estimate
the crude divorce rate in Turkey using four different input parameters. The selection of activation
functions is of critical importance in the design of the network and facilitates the discovery and
learning of complex patterns and relationships found in the data by applying them to the output of
each neuron. It also ensures that the network maintains its nonlinear structure. The layers of the
network, the number of nodes in the layers, and the activation function selected in each layer
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directly affect the overall performance of the model. The structure proposed in this study is the
network with the highest performance as a result of the tests.

é Hidden (" Output)
Input b b Output
e OiEs &/ [
N - -
\. 1/ \ 1/

Figure 6. ANN architecture

In this structure, the variable v(t) was estimated using the other four inputs. For estimation, the
training and testing processes were performed using the data in Table 6. No normalization was
made to the data and the entire process was performed with the original data. Hyperbolic tangent
transfer function was used as the activation function. In addition, 70% of the data was allocated for
training, while 15% was set aside for validation and the remaining 15% for testing.

3.1.1. Parameter selection of ANN

Some parameters for ANN analysis are explained in Table 7. The model was determined by
considering the parameter selections and the situations where good results were obtained.

Table 7. Training progress

Unit Initial Value | Stopped Value | Target Value
Epoch 0 384 10000
Elapsed Time - 00:00:02 -
Performance 2.24 0.00342 le-16
Gradient 26.1 1.56¢-09 0

Mu 0.001 let10 le+10
Validation 0 380 1.11e+06
Checks

We also have here:
-Best Validation Performance is 0.0020629 at epoch 4.
-Training: R=0.96139, Validation: R=0.96142, Test: R=0.97623 ve All: R=0.96218.

3.1.2. Activation function of ANN

The outcoming model by activation functions of ANN is written as in Equation (3). In this respect,

1t is
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v(t) =v=>b,+ LWtanh| b, + IW (3)

S N R

where

b, = (7.4216),b, = (1.8368), LW = (0.5036),

4
IW =(-3.4983 —0.0566 0.0892 —0.1124). )

4. Comparison of ANN and ODE Models and Discussion

In this section, the ANN and ODE model estimation results for the original values between 2005-
2023 are shown in Table 8.

Table 8. Estimation performances of the proposed models according to the values in Table 2

t | Realv| The ANN prediction of v The ODE prediction of v
2005| 1.4 1,3847 1,4
2006| 1,35 1,3975 1,3246
2007| 1,34 1,3923 1,2998
2008 1,4 1,4537 1,3707
2009| 1,58 1,5235 1,4929
2010| 1,62 1,793 1,6016
2011| 1,62 1,7908 1,6592
2012| 1,64 1,6146 1,66695
2013| 1,65 1,6558 1,651
2014 1,7 1,5055 1,638
2015 1,69 1,5517 1,6422
2016 1,59 1,6651 1,6649
2017| 1,6 1,6488 1,7012
2018 1,76 1,826 1,74805
2019| 1,9 1,9503 1,8061
2020| 1,64 1,719 1,8777
2021| 2,09 1,9974 1,9593
2022 2,15 1,9267 2,0345
2023 | 2,01 1,9943 2,0663

The performance indicators for both models compared to the actual values are presented in Table 9.
According to these results, it is seen that both the ODE model and the ANN model are successful in
estimating the crude divorce rate, but the ODE model is more successful.
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Table 9. Performances of ODE and ANN estimation results

The ANN prediction of v | The ODE prediction of v
Total Absolute
Error 1,5839 1,1995
MAD 0,08336316 0,063132
MSE 0,01094062 0,007071
RMSE 0,10459743 0,084087
MAPE 4,90834872 3,673646
R-Squared 0,78554644 0,863293
S. CONCLUSION

Total absolute error is defined as the absolute value of the difference between the measured value
and the true value of the measurement and is usually given as the highest possible error considering
the degree of accuracy of a measurement instrument. The units of absolute error are the same as the
measurement. Accordingly, the absolute error of the ODE estimate is 1.1995 measured and has a
lower total error than ANN.

The mean absolute deviation (MAD) of a data set is the average distance between each data point
and the mean. It gives us an idea of the variability in a data set. This value is obtained by dividing
the total absolute error by the number of data. This value is 0.08336316 for ANN, while it is
0.063132 for ODE.

The mean square error (MSE) is the mean square difference between the observed value in a
statistical study and the values predicted from a model. The RMSE value is found from the square
root of this value. As the distance between the data points and the associated values from the model
increases, the mean square error increases. Therefore, a model with a lower mean square error
predicts the dependent values more accurately for the independent variable values. Although they
are close to each other, ODE's performance is slightly better.

Mean absolute percentage error (MAPE), one of the most common metrics of model prediction
accuracy, is the percentage equivalent of mean absolute error (MAE). Mean absolute percentage
error measures the average magnitude of error produced by a model, or how far off the estimates are
from the mean. ODE estimation is also more successful for this measurement tool.

In statistics, the coefficient of determination, pronounced as R-Square, is the proportion of the
variation in the dependent variable that can be predicted from the independent variable(s).
According to this value, ODE estimation is more successful.
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Table 10. Crude divorce rate ODE estimate for 2024-2030
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As can be seen in Table 10, the crude divorce rate for Turkey is expected to be 4.2504 per thousand
in 2024. Of course, this situation is directly related to the effect of the other 4 variables, especially
the crude marriage rate. It is observed that the crude marriage rate is gradually decreasing. In
addition, while the population growth rate was 5.72782 in 2005, it was measured as 1.08847 in
2023. These negative situations affect the crude divorce rate, which is already on the rise, even
more negatively.

The results obtained in this study suggest that the current family structure in Turkey should be
preserved and young people should be encouraged to marry and have children. It emphasizes that
authorities should take precautions in these matters.
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