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ABSTRACT 

The difficulty in solving engineering problems creates difficulties in the selection of the methods to be 

used. Nature-inspired herd intelligence-based meta-heuristic optimization techniques have recently 

become the most popular algorithms for solving such problems. In this work, a new hybrid algorithm 

model has been developed to adapt to various problems. The developed models were adapted to 23 

Benchmark test problems in the literature and compared with meta-heuristic algorithms. The 

algorithms aim to balance the optimization processes of exploration and exploitation. In the 

development of a meta-heuristic algorithm, it is very difficult to achieve a balance due to its stochastic 

structure. In this study, the new hybrid model improved by Multi-Verse Optimization (MVO) on the 

Sine Cosine Whale Optimization Algorithm (SCWOA) hybrid model, which is available in the 

literature, has increased the success of test problems. Although the SCWOA hybrid balances 

exploitation and exploration, the MVSCWOA (Multi-Verse Sine Cosine Whale Optimization 

Algorithm) hybrid algorithm, which was modified by modifying MVO's wormhole existence 

probability (WEP) and traveling distance rate (TDR), has succeeded in improving this balance further. 

WEP is used instead of 𝒓𝟏 parameter, which determines the update direction in SCA, and TDR is used 

in place of 𝒂𝟐 (varies between -1 and -2) used in the update of l, which is the inter-element 

multiplication parameter in WOA. The results obtained from the newly developed hybrid model have 

shown that it makes the search and exploitation feature more effective by showing better results than 

SCWOA, WOA, SCA, and MVO. MVSCWOA was successful in test problems.  

Keywords: Benchmark, Sine Cosine Algorithm, Whale Optimization Algorithm, Multi-Verse 

Optimization 

1. INTRODUCTION

In recent years, meta-heuristic algorithms have been used more and more to solve, minimize or 

maximize various problems in almost every aspect of our lives. This is because these algorithms are 

user-understandable, adaptable to real-life problems, and are simple because they are inspired by 

events in nature. Examples of famous meta-heuristic algorithms are Genetic Algorithm (GA) [1,2], 

Ant Colony Optimization (ACO) [3], Particle Swarm Optimization (PSO) [4], Differential Evolution 

(DE) [5], Evolutionary Programming (EP) [6,7], Artificial Bee Colony (ABC) [8]. According to No 

Free Lunch (NFL) [9] theorem, it has proved to be not the most appropriate meta-heuristic technique 

to solve all optimization problems. Therefore, scientists are creating new meta-heuristic optimization 

techniques by keeping their motivation high: Firefly Algorithm (FA) [10,11], Black Hole (BH) [12], 

Grey Wolf Optimization (GWO) [13], Cuckoo Search (CS) [14,15], Gravitational Search Algorithm 

(GSA) [16], Fast Evolutionary Programming (FEP) [17], Whale Optimization Algorithm (WOA) [18], 

Multi-Verse Optimizer (MVO) [19], Ant Lion Optimizer (ALO) [20], Sine Cosine Algorithm (SCA) 

[21]. 

To improve the efficiency of optimization algorithms, various algorithms such as hybrid, optimization, 

and modification are developed. Through these processes, more successful results are obtained by 

balancing exploitation and exploration. The missing aspects of two or more algorithms are eliminated 

by combining advantageous features. 

In this research, a previous study in the literature the hybrid Sine Cosine Whale Optimization 

Algorithm (SCWOA) [22] is developed with the Multi-Verse Optimizer (MVO) algorithm. Through 

improvement, the balance between exploitation and exploration has been further improved. The 
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improved hybrid algorithm has confirmed itself with test problems. Benchmark functions [23] are used 

as test problems. 

 

Benchmark functions 

Any Benchmark is functional for testing an optimization concept. These aggregate functions can be 

parsed, differentiated, continuous, discontinuous, scalable, unimodal and multimodal features such as 

existing algorithms that can be effective information about which kind of problems can be obtained by 

applying these functions.  

 

The unimodal benchmark does not have a local optimum and has only one global optimum. This 

makes them very suitable for testing convergence speed and retrieving from algorithms [20]. Detailed 

information can be made in Table 1 (F1-F7). 

 

Multi-mode benchmarks have multiple local and one global optimizations. The goal of the algorithms 

is to achieve the best global result without having to stick to the local best result. [20].  

 

If there is a problem in the discovery phase of the algorithm, then a wide search cannot be made. 

Therefore, the algorithm remains stuck to the local best result, which is not desirable. This is one of 

the reasons why multimode functions are difficult. [23]. 

 

Compared to multimodal functions, fixed-dimension multimodal functions do not allow the number of 

design variables to be set because of their mathematical formulas but provide a different search field 

[18]. The properties of the multimodal functions are given in Table 1, respectively n-dimensional (F8-

F13) and fixed-dimensional (F14-F23). 

 

At the end of the work, the test plans on three groups of Benchmarks with hybrid characteristics were 

compared to other meta-heuristic optimization algorithms in the literature. 
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Table 1. Benchmark functions 
Name and Function Dim Range 

 

Sphere F1(x)=  30 [-100,100] 0 

Schwefel2.22 F2(x)=  30 [-10,10] 0 

Schwefel1.2 F3(x)=  30 [-100,100] 0 

Schwefel2.21 F4(x)=  30 [-100,100] 0 

Rosenbrock   30 [-30,30] 0 

Step F6(x)=  30 [-100,100] 0 

Quartic F7(x)=  30 [-1.28,1.28] 0 

Schwefel F8(x)=  30 [-500,500] -418.9829  

Rastrigin F9(x)=  30 [-5.12,5.12] 0 

Ackley F10(x)=-20exp (-0.2 ) -exp(

)+20+e 

30 [-32,32] 0 

Griewank F11(x)=  30 [-600,600] 0 

Penalized F12(x)= 

 

 

 

30 [-50,50] 0 

Penalized2 F13(x)

 

30 [-50,50] 0 

Foxholes F14(x)=  2 [-65,65] 1 

Kowalik F15(x)=  
4 [-5,5] 0.00030 

Camel Six Hump F16(x)=4 -2.1 + + -4 +4  2 [-5,5] -1.0316 

Branin RCOS F17(x)=

 

2 [-5,5] 0.398 

GoldStein Price F18(x)=

 

2 [-2,2] 3 

Hartman3 F19(x)=  
3 [1,3] -3.86 

Hartman6 F20(x)=  
6 [0,1] -3.32 

Shekel5 F21(x)=  4 [0,10] -10.1532 

Shekel7 F22(x)=  4 [0,10] -10.4028 

Shekel10 F23(x)=  4 [0,10] -10.5363 
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2. RELATED WORKS 

2.1. Whale Optimization Algorithm (WOA) 

One of the new and successful swarm intelligence-based optimization algorithms introduced by 

Mirjalili is the Whale Optimization Algorithm (WOA) [18]. The algorithm was created by modeling 

humpback whale encircling prey; bubble-net attacking, and search for prey behavior. Successful 

results have been achieved by making improvement by Danacı and Doğan [24], various hybrids by 

Khalilpourazari and Khalilpourazary [22], Singh and Hachimi [25], Doğan [26] and improvement 

hybrid model by ALIZADA [27] on WOA.  

 

Encircling prey 

Humpback whales encircle it after defining the position of its prey. Since the positions are not 

predetermined at the beginning, the WOA algorithm considers the best solution for the moment as 

prey. In other words, hunting is considered to be near optimum. Immediately after the best whale is 

identified, other whales in the population update their position accordingly. The following equation 

models this behavior: 

 

        (1) 

        (2) 

t shows the momentary repetition, the position of the best humpback whale (solution) so far  

provides the position of the best humpback whale obtained so far. and  vectors are the specific 

coefficients.  

 

Bubble-net attacking method (exploitation phase) 

The behavior of humpback whales is shown by a mathematical model consisting of two parts. These 

processes are the shrinking encircling and the spiral update of position respectively. 

The bubble hunting technique of the whale is given in the Figure 1. 

 
Figure 1. Bubble-net feeding behavior of humpback whales. 

 

Humpback whale floats upward in spiral or helical shape for hunting. It is known that humpback 

whales in nature perform both narrowing circle or spiral swim simultaneously. Therefore, the 

algorithm uses both behavior mechanisms with a 50 percent probability. This time can randomly 

choose the narrowing swim.  

    (3) 
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Search for prey (exploration phase) 

During the exploitation phase, the whale in the population updates its position towards the best whale. 

But during the exploration phase, an update is made according to a randomly selected whale. The 

mathematical model of the discovery phase is as follows. 

         (4) 

        (5)   

 

2.2. Sine Cosine Algorithm (SCA) 

One of the meta-heuristic optimization algorithms introduced by Mirjali is the Sine Cosine Algorithm 

[21]. First, SCO generates a random array of solutions. Next, it chooses the best individual solution to 

be the target for other solutions according to its objective function value. Each individual in the 

population updates their position according to the best individual. This update is provided by the 

following equation. 

 

    (6) 

is the individual in the t-th iteration population. is the position of the best individual ever 

obtained, and , , , 

are random numbers.  

 

2.3. Multi-Verse Optimizer (MVO) 

One of the physics-based optimization techniques proposed by Mirjalili is the Multi-Verse Optimizer 

[19]. Algorithm is inspired by the three main concepts: white holes, black holes, and wormholes. 

 

Two important coefficients are considered: wormhole existence probability (WEP) and travel distance 

ratio (TDR). WEP represents the possibility that the wormhole exists in the universe. The TDR shows 

the wormhole irradiation distance around the best universe so far. Mathematical formulas for both 

coefficients are as in (16) and (17), respectively. 

       (7) 

l represents instantaneous iteration; L represents maximum iteration. 

         (8) 

p defines the accuracy of exploitation. High value means that it has a good phase of exploitation. 

 

2.4. Improved Hybrid Model 

SCWOA, which has already been introduced to the literature, is a hybrid model that balances both by 

taking into account the good search capability of the WOA and the good exploitation feature of the 

SCA. In this study, a triple hybrid has been developed by making a new improvement on the existing 

hybrid model by using the Multi-Verse Optimizer features. The motivation source, mathematical 

model and pseudocode of the model are given below. 

 

SCWOA, a hybrid of SCA and WOA previously found in the literature, is an algorithm that has 

managed to balance both search and exploitation characteristics. In the study, some of the features of 

MVO were replaced with the features found in SCWOA. Two features were used in the study. These 

are the WEP and TDR found in the multi-verse algorithm. WEP is used instead of the parameter , 

which determines the update direction in SCA, and TDR is replaced by  (ranging from -1 to -2), 

which is used for the update of the inter-element multiplication parameter l in WOA. The results from 
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the newly developed hybrid model have proven to be more effective than SCWOA, WOA, SCA, and 

MVO, making search and exploitation characteristics more efficient. 

 

4.1. Proposed Mathematical model 

In the created model, the function that occurs when the SCA updates operator is replaced by the 

narrowing containment mechanism of WOA is indicated below. 

    (9) 

Replicas  and are also replaced by WEP and TDR that run on iterations. These are more clearly 

understood in the pseudocode.  

 

Pseudocode 

 

5. RESULTS 

In the MVSCWOA experiment, the number of populations was 30; the number of iterations was 500, 

and the dimensions of the Benchmark function were adjusted by setting as previously stated in the 

Benchmark function tables. Each function was run 30 times, and the mean of the obtained values were 

calculated. Comparison time MVSCWOA, SCWOA, SCA, MVO algorithms were run. The MVO 

Matlab code is available from Mirjalili's open-source code. Benchmarking time was run with the same 

parameters. From the article about WOA, the results of WOA, PSO, GSA, and FEP algorithms were 

compared and a total of seven algorithms were compared. The results are shown in Table 2. 

 

When the results of the MVSCWOA algorithm are examined, the results of F9 over performance, F1-

F4, F7, F9-F11, F16, and F21 functions are very good. Of these, F1-F4, F9-F10, and F16 showed 

better results than all algorithms in comparison, F7, F11, F21 showed second place in comparison. In 

other functions showed average and approximate results. Overall, an average improvement was made. 
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Table 2. Performance analysis with benchmark function results 

 
 Best result        Secondary Best result    

 

 

The selected parameter settings make the problems more challenging, allowing hybrid algorithms to 

perform more easily. This can be generally evaluated by selecting the size as 30 in n-dimensional 

Benchmark functions. Dimensions, search area, population size, iteration number were determined 

according to various studies and selected articles. Since the algorithms operate with random logic, 

averaging 30 times, the code is run for each function. Thus, the result becomes more pronounced.  

 

Although the SCWOA hybrid balances exploitation and exploration, MVO's MVSCWOA hybrid 

algorithm, which was developed using MVO's WEP and TDR, has further improved this balance.  

 

The performance of the newly developed MVSCWOA hybrid algorithm has been compared. 

MVSCWOA was successful in 9 out of 23 test problems. According to the test results, it showed good 

results in both unimodal and multimodal test problems. This shows that the developed model has 

improved the convergence rate further and finds the global optimum without being attached to the 

local optimum. 

 

6. CONCLUSION 

In this study, the performance analysis was evaluated by adapting the developed hybrid algorithm to 

23 Benchmark functions for testing purposes. The test functions used differ from each other in terms 

of features, and comprehensive evaluation is obtained. Compared to the algorithms used in the study 

and the results of some popular optimization algorithms used in the comparison, the developed hybrid 

model was observed to be quite successful. 

 

Each of the SCA, WOA, and MVO algorithms affect the results according to their optimization 

process. Although SCA is good at exploitation, it is not good at exploration. WOA is the opposite. 

MVO has both exploitation and discovery features. The hybrid model developed in the study aimed to 

achieve better results by combining the features, and it was found to produce highly successful and 

competitive results. The performance of the hybrid algorithms can be examined in a wider field by 

adapting the experiments to future problems such as traveling salesman problem (GSP), real-life 

problems and engineering problems. Hybridizations can also be performed in different tests in terms 

of exploitation and exploration.  
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