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Abstract 

Data mining is the process of obtaining valuable data from large-scale data. Several algorithms are 

used for revealing the relationships between data and making accurate predictions. There are several 

cases that may affect the performance of these algorithms. One of these is choosing most suitable 

hyper parameters. To optimize these parameters provide us to improve algorithm results. In our 

project, we optimized hyper parameters of different data mining algorithms on car evaluation dataset 

for improving classification accuracy. Hyper parameter optimization was performed on support 

vector machines, k-nearest neighbor, random forest, multi-layer perceptron and gradient boosting 

algorithms. Results of hyper parameter values and default parameter values were compared. The 

calculations show that gradient boosting with hyper parameter optimization method produces best 

prediction of the car evaluation by 99.42%. 

Keywords: Data Mining, Gradient Boosting, Classification. 

 

1. INTRODUCTION 

Data mining is the process of obtaining valuable data from large-scale data. It becomes possible to 

reveal the relationships between the data and make accurate predictions. Technology companies and 

institutions are working on big data. Being able to extract useful information from a large chunk of 

data is a real laborious task. Considering the gains acquired as a result of mining, it has become a 

considerably sensitive issue for companies to protect and process the data they have and received 

from the outside. 

Data mining algorithms have different default parameters which can be changeable to give the 

convenient result. Hyperparameter optimization is important for making enhancement on data mining 

algorithms. In this study, we aim to improve performance of algorithms with optimizing 

hyperparameters.  

Car evaluation dataset has been used by applying different data mining algorithms in this study. Many 

predictive models have been developed with the same purpose of our study using this dataset (detailed 

information on this dataset is available in Section 2.2) in literature. Makki and Mustapha use 

Backpropagation Neural Network and Naïve Bayesian algorithms with different test mode on this 

dataset for comparison. Neural Network model with 10 fold cross validation has highest score 

(99.53%) (Makki 2011).  Awwalu applies three different algorithms, namely ANN, Naïve Bayes and 

Decision Tree. In addition, the study compares speed and accuracy of the algorithms. ANN and  Naïve 

Bayes give 93.51% accuracy with 10-fold cross validation technique (Awwalu,2014). Frayman 

implements a fuzzy neural network consisting of four layers, which are: the input, input membership 

function, rule and output layers. Frayman’s study compares FNN and C4.5 results indicating that 

FNN (92.7%) has provided better accuracy rate when compared to C4.5 (88.4%) (Frayman,1999). 

Moutinho’s study makes an analysis on data related to car purchase in order to show impact of gender 

on car buyer [4]. There are six attributes are used in the study applying a neural network. Moutinho’s 
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study provides the importance level of attributes with reasons according to gender car prices for 

different reasons. Female persons thought that if they bought expensive car it would perform as it 

should. Expectations and impression are reasons for selecting according to price of a car for male 

persons. Also there are more studies related to car purchasing 

(Moutinho,1996;Jørgensen,1990;Jansson,1989). Algorithm performances that are used on different 

car datasets can be improved with feature selection techniques and tuning hyperparameters. In 

literature, current studies (using same car evaluation dataset) do not apply hyperparameter 

optimization on algorithms. Thus, this study aims to show improvement performances with tuning 

hyperparameters. 

Hyperparameter optimization is the selection of most suitable parameter values from parameter space. 

In machine learning, each algorithm has its own parameters. Correct parameters cannot be learned 

directly from these algorithms, so it provides us to optimize model complexity. Selecting correct 

parameters improves performance of algorithm. Chris Tornton (Thornton,2013) used 21 popular 

datasets from the UCI repository to compare results of classifiers with different types that applied 

feature selection and parameter optimization techniques. They highlight that performance of 

classifiers with default values is mostly much better than using parameter optimization or feature 

selection techniques. Jan N. van Rijn (van Rijn,2018) tried to find most important hyperparameters 

on different datasets for three different algorithms which are random forest, support vector machines 

and adaboost. According to prediction results, the gamma and complexity parameters for support 

vector machines, the maximum depth and learning rate parameters for adaboost, the minimum 

number of samples per leaf and maximum features available for a split parameters for random forest 

are chosen as the most important parameters. Rayrone Z. N. Marques (Marques,2015) apply 

hyperparameter optimization on 28 datasets for different 6 algorithms which are J48, RandomTree, 

RepTree, JRip, PART and Ridor. They used EMiner tool (Elder,1998) for hyperparameter 

optimization. Their study reveals that when this tool is used in order to hyperparameter selection, the 

study has provided better results on algorithm performances. The results can be improved by using 

different optimization techniques such as Bayesian optimization (Snoek,2012). 

The rest of the paper is organized as follows: Section 2 presents the method and material included 

prediction phases, classification algorithms. Section 3 shows results of our study. Finally, conclusions 

and comment on future work are presented in section 4. 

 

2. METHODS AND MATERIALS 

2.1 Workflow of the Process 

Workflow of the process can be seen in Figure 1. Firstly, we obtain our dataset from the University 

of California Irvine (UCI). Dataset is separated as train and validation set with five fold. Then 

classifiers which are described in Section 2.3 are selected. For each classifier their own parameters 

are tuned and values that give best results are taken. Classifiers with their best hyperparameters are 

modeled and performed on dataset. Finally, prediction results are compared. 

 

 

Figure1. Prediction Phase for Classification 
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2.2 Dataset and Training 

We train algorithms using the car evaluation dataset. The car dataset is obtained from the University 

of California Irvine (UCI) as specified in Section 2.1. This dataset contains six attributes and four 

classes, totally has 1728 instances. The attributes are buying price, maintenance, number of doors, 

number of persons, luggage capacity and safety. The values for each attribute are different and mostly 

nominal. Nominal values are converted to numeric values. In order to compare the results of the 

algorithms, 5 fold cross validation was performed. We take different fold number between 4 and 10 

to divide dataset. The number of five has given the best accuracy so dataset is divided into five equal 

sizes. One of these pieces is taken as test set and others are taken as train set. 

 

2.3. Methods 

Algorithms applied to our dataset are chosen according to similar datasets in literature. The algorithms 

are support vector machines, k-nearest neighbor, gradient boosting, random forest, multilayer 

perceptron have performed.  

 

2.3.1 Support Vector Machines 

Support Vector Machines is a simple and effective method used in classification. Its main purpose is 

to simplify the data and provide more understandable information to the user. Support Vector 

Machines are basically used to separate the data of the two classes in the most appropriate way. In 

this case, decision boundaries or in other words, hyper planes are determined (Vapnik,1995). It is 

separated as linear and nonlinear support vector machines. In a nonlinear dataset, DVMs cannot draw 

a linear hyper-plane. For this reason, kernel tricks called kernel numbers are used. The kernel method 

greatly increases machine learning in nonlinear data. 

 

2.3.2 K-Nearest Neighbor 

The main principle of k nearest neighbor algorithm is based on finding the samples closest to the 

sample to be classified. The classification of the data we have is calculated according to the threshold 

value that occurs with the average of the k data determined to be the closest by calculating the 

common properties of the data in the learning set (Peterson, 2009). As we know the class of the data 

we have in advance, it is supervised learning. 

 

2.3.3 Gradient Boosting 

Gradient Boosting is a machine learning technique for regression and classification problems. This 

algorithm creates a model formed by decision trees by combining weak prediction models. The main 

purpose of the algorithm is to define and minimize a loss function. It iteratively solves residuals. 

Gradient Boosting creates a function (G) that generates predictions at the first iteration. It calculates 

the difference between estimates and target value and creates a different function (K) for these 

differences. In the second iteration, it combines these functions (G and K) and calculates the 

difference between estimates and targets again. In this way, it constantly tries to increase the success 

of the "G" function by adding it, thereby reducing the difference between predictions and targets to 

zero. By this way, it updates the parameters of the learning model (Friedman, 2002). 

 

2.3.4 Random Forest 

Random forest algorithm is a type of ensemble learning algorithms. The random forest algorithm is 

an algorithm that aims to increase the classification value by generating multiple decision trees during 
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the classification process. The individually created decision trees form a decision forest. The decision 

trees here are a subset of randomly selected data sets. Classification decision trees established 

differently from each other constitute the decision forest community that will lead us to the result. 

The results obtained during the decision forest formation are combined and the last estimate is made 

(Liaw,2002). 

 

2.3.5 Multilayer Perceptron 

Multilayer perceptron is a neural network model. MLP consist of one input layer, one or more hidden 

layer and one output layer. The information in the input layer is transmitted to the output of the 

network by processing each cell individually. It has very common usage such as classification and 

character recognition (Balakrishnan,2005;Orhan,2011;Verma,1995;Patil,2011; Sabourin,1992). 

 

2.4 Hyperparameter Optimization and Proposed Model  

The parameters of each algorithm (as specified in Section 2.3) have been optimized in our study. The 

C and gamma parameters of the SVM (Duan,2003), number of neighbors and distance metric 

parameters of the k-nearest neighbor, number of trees parameter of random forest (Bernard,2009), 

the number of maximum depth and estimator parameters of the gradient boosting (Natekin,2013), the 

hidden layer size and solver parameters of multilayer perceptron are optimized.  

C and Gamma are two important hyper parameters of support vector machines algorithm. C is the 

cost parameter that gives cost of misclassification. C parameter with high value gives low bias and 

high variance. Because of penalizing cost of misclassification a lot, low bias occurs. C parameter with 

low values gives high bias and low variance. Gamma is a parameter of Gaussian kernel. Gamma 

parameter with low value means a Gaussian with a large variance and low bias, while gamma 

parameter with high value means a Gaussian with a low variance and high bias (Ben-Hur,2010). 

Number of neighbors and distance metric are parameters of KNN algorithm. Number of neighbors 

defines closest number of neighbors according to distance. Distance metric calculates distance 

between data. Three type of distance metrics are generally used for calculation, namely Euclidean, 

Manhattan and Minkowski (Chomboon,2015). 

Number of estimators and maximum depth are parameters for gradient boosting algorithm. Number 

of estimators defines number of boosting stages or number of trees in to be modeled. Maximum depth 

defines largest depth of a tree. The high number of depth makes more splits on tree, so it captures 

more information about how the data. In addition, number of estimator parameter defines number of 

trees in the random forest algorithm. 

The hidden layer size and solver are parameters for MLP. The size of the hidden layer is the size of 

nodes between input and output layers in multilayer perceptron algorithm. The solver parameter is 

used for weight optimization. There are different types of solver such as Adaptive Moment Estimation 

(Kingma,2014), Stochastic Gradient Descent (Bottou,2010). 

Different values are given for each parameter. The values that give best results are selected and then 

applied to algorithm. The purpose of the hyperparameter optimization is to show that algorithms can 

achieve better results with optimized values, not their default values. 

 

3. RESULTS 

Table 1 summarizes importance of each attributes in dataset. Safety is most important feature in car 

evaluation. It is followed by number of persons.  
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Table1. The Importance of Attributes 

Attributes Importance 

Buying Price 0.16469782 

Maintenance 0.16226334 

Number of Doors 0.05786422 

Number of Persons 0.25233984 

Luggage Capacity 0.08045919 

Safety 0.28237559 

 

Table 2 shows the accuracies of all algorithms with default parameters (without optimization) and 

with hyperparameter optimization. According to default parameter results, gradient boosting has best 

prediction result. It followed by SVM. Gradient boosting with hyper parameter optimization method 

produces best predictions of the car evaluation by 99.42%. KNN gives best improvement as a 

comparison with and without hyper-parameter optimization.  

 

Table2. Classification Accuracy of All Algorithms with and without Hyper-parameter Optimization 

Model Prediction Accuracy Without 

Optimization 

Prediction Accuracy With 

Optimization 

SVM 97.00 98.9 

RandomForest 96.80 97.9 

KNN 92.40 95.4 

Gradient Boosting 99.30 99.4 

MLP 92.25 93.0 

 

According to these results, safety takes first place for deciding buying a car. Also, number of persons 

is critical for evaluation. On the other hand, parameter optimization seems to improve the results. 

Although the gradient boosting algorithm gives the best results, it is seen that the k-nearest neighbor 

algorithm gives better results when the amount of improvement is considered.  

In terms of the results, safety is the most crucial feature. Automotive safety aims to minimize the 

occurrence and consequences of accidents involving motor vehicles. It is expected to be the most 

important attribute, since it is related to life safety. Nevertheless, considering less developed country 

the importance of features can be changeable. In countries with low economic power, it is expected 

that the price will become a more important feature when people are buying vehicles (Khan,2016).  

Our study can be seen as a guide for people in buying and selling cars. Car dealers have information 

about acceptability. They can procure vehicles in line with acceptance and increase sales. With adding 

more relative attributes like price and amount of petrol used (Bendtsen,1980), more extensive studies 

can be done. 

 

4. CONCLUSION 

In this study, different algorithms are applied on the car evaluation dataset. Hyper-parameter 

optimization was performed on support vector machines, k-nearest neighbor, random forest, 

multilayer perceptron and gradient boosting algorithms. The calculations highlight that gradient 

boosting with hyper parameter optimization method produces best predictions of the car evaluation 

by 99.42%. More clear results can be obtained with an extended data set with different parameters. 
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