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Abstract 

Cells send signals between them to start or end biological activities. These signals can be 

molecules like proteins, hormones. Receptors outside and inside of the cell capture these 

molecules and help the signal transduction process. There are 3 types of receptors that are on 

the surface of the cell: G-protein linked receptors, enzymic receptors and chemically gated ion-

channels.  

The function of a protein depends on its structure. Signaling proteins have a crucial role in many 

biological activities such as functioning of the brain, tongue …etc. Signaling proteins are 

important for drug discovery.  For these reasons it is important to define whether a protein is a 

signaling or not. Since experimental studies are very expensive and time consuming, machine 

learning techniques are used for this purpose.  

Aside from the machine learning techniques that are used the protein encoding scheme is also 

important for getting efficient results. Proteins are made of amino acids. Amino acids in a 

protein written next to each other is called an amino acid sequence. To use sequences in machine 

learning there are protein encoding schemes. Amino acid composition is one of them. Amino 

acid composition encodes amino acid frequencies as percentages but the sequence information 

is gone in the process. A solution for this was proposed by Kuo‐Chen Chou in 2001 called 

pseudo amino acid composition. The aim of this study is to classify signaling proteins encoded 

by pseudo amino acid composition. 

Protein sequences in Fasta format were downloaded and encoded using pseudo amino acid 

composition to create a dataset. Training and test sets were separated by 75% and 25% 

respectively. Dataset had 1867 signaling and 3317 non-signaling proteins. Random forest, 

support vector machine and deep neural network models were applied to classify the signaling 

proteins. 

Random forest, support vector machine and deep neural network give the accuracy values as 

0.749, 0.748 and 0.763, respectively. The AUROC values were similar to each other but 

Random Forest algorithm has the highest value of 0.745.  
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The accuracy rate of random forest, support vector machine and artificial neural network 

algorithms is higher than 0.70, which shows that these models are effective in the classification 

of signal proteins encoded by pseudo amino acid composition. 

Keywords: PseAAC, support vector machine, neural network, random forest, signaling 

proteins 

1. Introduction 

Cells can send and receive signals to start or end biological processes. There are four types of 

cell signaling: through direct contact, paracrine (short distance), endocrine (long distance) and 

synaptic (neurons). A cell can also send a signal to itself and it is called autocrine signaling [1]. 

Cells have receptors that capture the signal and start the signal process. Receptors can be inside 

of the cell (intracellular) or on the surface on the cell. Intracellular receptors are for smaller 

molecules that can pass the membrane of the cell. Receptors that are on the surface on the cell 

are for larger molecules like hormones that are too big to pass through the membrane. There 

are 3 types of receptors that are on the surface of the cell: G-protein linked receptors, enzymic 

receptors and chemically gated ion-channels. These receptors capture the outer signal and their 

parts in the cell convert it to an internal one. Some receptors use smaller molecules called 

second messenger to send the signal inside the cell. Cyclic adenosine monophosphate (cAMP) 

and calcium are examples of second messengers [1]. 

Signaling proteins have a role in protein transportation to cell membranes, protein secretion and 

several biochemical activities [2-3]. The identification of signal sequence is very crucial. 

Because of its importance for drug discovery [4]. Therefore, it would be helpful to create 

methods by computational techniques. At this point of view, machine learning techniques are 

the one of the best solutions. The basic aim in machine learning is to obtain low-cost solutions 

by exploiting the tolerance of imprecision, approximate reasoning and partial truth [5]. So there 

are many prediction methods used for protein structure classification in the literature [6-11]. 

Besides the algorithm used, protein encoding scheme is also very important in terms of 

obtaining satisfactory prediction accuracy rate. Amino acid composition (AAC) is the basic 

method to identify a protein sequence in which each kind of amino acid is represented by the 

percentage [12]. Several studies exist in the literature that used AAC to encode the proteins [13-

16] In order to increase the information beyond amino acid composition, the concept of pseudo-

amino acid composition (PseAAC) was proposed by Chou [17]. There are also many studies 

that utilize PseAAC exists in the literature [17-24]. The purpose of this study is to classify signal 

proteins encoded by PseAAC. 

 

2. Materials and Methods 

2.1. PseAAC 

Normal amino acid composition has only the frequencies of amino acids as attributes but not 

the sequence in which they are connected. PseAAC adds sequence information of amino acids 

aside from their frequencies [17]. They are calculated with the Eq. 1 where 𝜆 is the value that 
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decides how many extra attributes are added and 𝑤 is the weight factor which decides how 

much it is going to affect the 𝑥𝑢. 

 

𝑥𝑢 = {

𝑓𝑢

∑ 𝑓𝑖
20
𝑖=1 +𝑤∑ 𝜃𝑗

𝜆
𝑗=1

, (1 ≤ 𝑢 ≤ 20)

𝑤𝜃𝑢−20

∑ 𝑓𝑖
20
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         (1) 

 

The i-th tier correlation factor 𝜃𝑖 has the sequence order correlations of all the amino acids in 

the protein sequence and is calculated in Eq. 2 where L is the number of amino acids in the 

protein chain and 𝑅𝑖 is the i-th amino acid in a sequence like 𝑅1, 𝑅2, … , 𝑅𝐿. 

 

𝜃𝜆 =
1

𝐿−𝜆
∑ Θ(Ri, Ri+𝜆
L−𝜆
i=1 ) (𝜆 < 𝐿)          (2) 

Θ(Ri, Rj) is the correlation function which is calculated using the standardized hydrophobicity 

(H1), hydrophilicity (H2) and side-mass chain (M) values in Eq. 3. 

Θ(Ri, Rj) =  
1

3
{[H1(Rj) − H1(Ri)]

2
+ [H2(Rj) − H2(Ri)]

2
+ [M(Rj) − M(Ri)]

2
}(3) 

Names, 1-letter symbols, hydrophobicity (H1), hydrophilicity (H2) and side-mass chain (M) 

values for the amino acids are given in Table 1 [25-27]. 

 

Table 1. Hydrophobicity, hydrophilicity and side-mass chain values of amino acids 

Amino Acid 

Names 

1 Letter 

Symbols 

Hydrophobicity (H1) Hydrophilicity 

(H2) 

Side-Chain Mass 

(M) 

Alanine  A 0.62 -0.5 15.0 

Cysteine  C 0.29 -1.0 47.0 

Aspartic acid D -0.90 3.0 59.0 

Glutamic acid  E -0.74 3.0 73.0 

Phenylalanine  F 1.19 -2.5 91.0 

Glycine  G 0.48 0.0 1.0 

Histidine  H -0.40 -0.5 82.0 

Isoleucine I 1.38 -1.8 57.0 

Lysine K -1.50 3.0 73.0 
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Leucine L 1.06 -1.8 57.0 

 Methionine  M 0.64 -1.3 75.0 

Asparagine N -0.78 0.2 58.0 

Proline P 0.12 0.0 42.0 

Glutamine Q -0.85 0.2 72.0 

Arginine R -2.53 3.0 101.0 

Serine S -0.18 0.3 31.0 

Threonine T -0.05 -0.4 45.0 

Valine V 1.08 -1.5 43.0 

Tryptophan W 0.81 -3.4 130.0 

Tyrosine Y 0.26 -2.3 107.0 

 

H1, H2 and M  values need to be standardized using the formulas in Eq. 4 where 

H1
0, H2

0 and M0are the original values before they can be used in the PseAAC. 
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2.2. Dataset 

A FASTA format contains amino acid sequences of proteins. Each amino acid is denoted by 

their 1-letter symbol. First line starts with a ">" symbol and the descriptions of the proteins. 

After that comes the sequence of amino acids. A FASTA sequence example is in Figure 1. 
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Figure 1. A FASTA format of a sequence example 

 

The process of gathering signaling and non-signaling proteins are the similar to the work of 

Fernandez-Lozano et al. [4]. For signaling, 1867 proteins were downloaded from Protein 

Databank(PDB) by choosing "Advanced Search", then "Biological Process Browser" and 

inputting "signaling  (GO ID:23052)" as a criteria and after that, by selecting "Protein" and 

"Representative Structures 30%"  [28]. For non-signaling, 3404 proteins were downloaded from 

PISCES CulledPDB by choosing "percent identity cutoff" less than 20%, resolution 1.6 Â and 

R-factor 0.25 [29]. Non-signaling protein set was checked to remove any signaling protein and 

the resulting dataset had 1867 signaling and 3317 non-signaling proteins. Then they were put 

together and PseAAC was used with λ = 3 and w = 0.05 values to turn the data into a 23 attribute 

and 1 class attribute dataset. First 20 attributes are 20 amino acids' frequencies, the other 3 are 

about the sequence order and the last attribute showing whether that protein is a signaling 

protein or not. A scheme of our process is in Figure 2. 

 

 

Figure 2. Scheme of dataset creation process 
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2.3. Deep Neural Network 

A Deep Neural Network (DNN) is made of input, output and hidden layers. There are nodes in 

each layer and every node is connected to the nodes in the previous and next layers [30]. The 

connections have weights so only a part of the input passes through them. In each node except 

the input nodes are activation functions like sigmoid, tanh, ReLU. Every node takes the inputs 

multiplied with the weights and adds them together, then putting them through the activation 

function and passes the result through to the next layer. The network calculates the output by 

taking the inputs and moving them through the whole network, passing through nodes in each 

layer and going out at the output layer giving a result. From that result the error is calculated 

with the help of a loss function and then the weights are adjusted using backpropagation [31]. 

This process is called an iteration. The network trains by doing this iteration on the whole 

dataset and adjusting the weights in order to minimize the loss. Doing the process on the whole 

dataset once is called epoch and it is repeated until a stopping criteria is reached. A scheme of 

a neural network can be seen in Figure 3. 

 

 

Figure 3. A deep neural network model architecture. 

 

2.4. Random Forest 

Random Forest (RF) algorithm is an ensemble of decision trees [32]. The algorithm creates 

samples with replacement for each tree [33]. A tree is created by selecting the best attribute 

from a randomly selected collection of attributes for each split. After the trees are formed, the 

prediction occurs by each tree giving their own result which are treated as votes and they are 

added together to get the actual result. The class with the highest votes is chosen as predicted. 
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2.5. Support Vector Machine 

Support Vector Machine (SVM) algorithm takes data points from each class that are closer to 

each other as support vectors and tries to find the optimal hyperplane that separates each class. 

The length between the closest point in each class to the hyperplane is called margin and the 

algorithm tries to maximize it [34]. 

Some data points might be on the wrong side of the hyperplane. To choose how much of that 

error is acceptable, there is a hyper-parameter c. When c is higher the acceptance of error is 

lower. 

Not all data are linearly separable and to find a hyperplane that separates each class we need to 

use something called a "kernel trick". By using a kernel function we can change the dimension 

of the data so that the data can be linearly separable. Polynomial function, sigmoid function, 

radial basis function are some examples of kernel functions. 

2.6. Application 

Dataset was split into two sets, training set and test set. Training set contained the 75% of the 

proteins while the test set contained the remaining 25%. Initial attempts at training a classifier 

showed that the imbalance between classes made the classifier lean on the majority class. To 

solve this problem a technique called Synthetic Minority Over-Sampling Technique (SMOTE) 

was used [35]. Training set which was originally made of 1400 signaling and 2487 non-

signaling samples with the help of SMOTE turned into 2800 signaling 3500 non-signaling 

samples. Test set contains 467 signaling and 830 non-signaling samples. 

RF has number of trees (ntree) and number of attributes selected randomly at each split (mtry) 

hyper-parameters while the SVM has γ and c that needed tuning to achieve a better result.  After 

tuning it was found that mtry = 5, ntree = 500, γ = 0.04347826 and  c = 1 were the best resulting 

ones. Kernel for SVM was radial basis function. 

DNN model for this work has 5 layers with each layer having 256 nodes and 0.5 dropout 

optimization is used after each layer. For hidden layers, ReLU and for output layer, sigmoid 

activation functions were used. Binary cross entropy was chosen for the loss function. For 

learning, Adam optimizer was used with the default parameters. Batch size was set to 512 and 

epoch was set to 100. 

3. Results and Discussion 

Different hyper-parameters and settings were tried for each model and the ones that gave the 

best results are selected as stated in the previous section. The resulting performance metrics are 

in Table 2. 

Table 2. Results, matthews correlation coefficient (MCC), area under the receiver operating 

characteristic curve (AUROC) 

Models Accuracy Precision Recall MCC Specificity F1-Score AUROC 

Support Vector Machine 0.749 0.636 0.713 0.472 0.770 0.672 0.742 

Random Forest 0.748 0.629 0.732 0.476 0.757 0.677 0.745 

Deep Neural Network 0.763 0.673 0.664 0.483 0.818 0.668 0.741 
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Accuracy, precision, Matthews Correlation Coefficient (MCC) and specificity values of  RF 

and SVM are very close yet DNN has higher values. Yet on recall and f-1 score DNN has the 

lowest values. Since RF has the higher Area under the receiver operating characteristic curve 

(AUROC) value, it is concluded that RF gives the best classification performance among the 

models. 

Detection of signaling proteins are important. PseAAC is used in many proteins related 

problems and given good results. For that reason, this study was conducted to see its effect on 

classification of signaling proteins. 

The results of the models used in this study are very similar. Even though the datasets are not 

the same because of the dates that they were created, resulting in two datasets with different 

amount of data, still the performance of the two approaches may be compared with their 

AUROC values. Although the performances of the models are decent, the best AUROC value 

of 0.745 for RF. Therefore, the best classification performance can be obtained from RF for 

proteins encoded by PseAAC. 

 

4. Conclusion 

A total of 5184 proteins were used to create a dataset and 1297 of them were used to create the 

test set. RF, SVM and DNN classification models were chosen and trained for detecting 

signaling proteins using PseAAC encoding. The results were similar for each model. In order 

to classify signaling proteins, RF, SVM and DNN can be referred as satisfying and robust 

algorithms. 
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